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Motivation

Protein function
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Protein-protein complexes

 PNAS 100, 12123 (2003)

 Science 302, 1727 (2003)

Understanding protein function
requires to take the step from
structure to interactions, the latter
being much more numerous

Source: Bonvin



Motivation

Free proteins - Structural genomics

3D structure of a large number of unbound/free proteins
solved => PDB
Only about 1000 types of folds, almost all known.
=> Comparative modeling / Homology modeling



Motivation

Protein-protein complexes

Number of types of protein-protein interactions at least 10x
times greater (> 10.000) than number of folds (1000).
Experimental difficulties to solve protein-protein 3D
structures.



Motivation

Models of Protein Complexes

2

AB/10-07

What can we learn from 3D structures
(models) of complexes?

• Models provide structural insight into
function and mechanism of action

• Models can drive and guide experimental
studies

• Models can help understand and
rationalize the effect of disease-related
mutations

• Models provide a starting point for drug
design

AB/10-07

Study of biomolecular complexes

• Classical NMR & X-ray crystallography approaches can be
time-consuming

• Problems arise with “bad behaving”, weak and/or
transient complexes!

• Complementary computational methods are needed!

“Critical assessment of predicted
 interactions”
http://capri.ebi.ac.uk

“docking” prediction of the structure of a complex 
based on the structures of its constituents

AB/10-07

A few docking reviews

• Halperin et al. (2002) “Principles of docking: an overview of search algorithms and
a guide to scoring functions”. PROTEINS: Struc. Funct. & Genetics 47, 409-443.

• Special issues of PROTEINS: 60 (2005) and upcoming (2007) which are dedicated
to CAPRI.

• Brooijmans and Kuntz (2003) “Molecular recognition and docking algorithms”. Annu.
Rev. Biophys. Biomol. Struct. 32, 335-373.

• Russell et al. (2004) “A structural perspective on protein-protein interactions”.
Curr. Opin. Struc. Biol. 14, 313-324.

• Van Dijk et al. (2005) “Data-driven docking for the study of biomolecular
complexes.” FEBS J. 272, 293-312.

• Bonvin (2006) “Flexible docking”. Curr. Op. Struc. Biol. 16, 194-200.
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Motivation

Protein-docking problem

Connolly [Connolly, 1986] has posed the protein-docking
problem as: "Given the structures of any two proteins, is it
possible to predict whether they associate, and if so, in
what way?"
Connolly was very optimistic at that time:
"With a few years more development they stand a good
chance of solving the protein-docking problem. If the
protein-docking problem cannot be solved by a purely
geometric approach, there remains the option of bringing
in chemical considerations."
The problem of docking molecules of any complexity based
on the complementarity of their features has been shown
to be NP-complete (Kuhl et al., 1984).



Steps of protein-protein docking

Representation, Sampling and Scoring

Three key ingredients:
Representation of the system
Global conformational space search
Reranking of top solutions based on scoring function

Similar steps as for protein folding
Reviews: [Smith and Sternberg, 2002], [Halperin et al., 2002]
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Fig. 15.1 The general protein docking algorithm. The initial stage performs a full coarse-grained
search and outputs approximately 1000–10,000 predictions. The refinement stage then improves
these predictions through energy minimization, followed by a more detailed rescoring (and possibly
clustering by position and score). Ideally, the top scoring prediction output from the refinement
stage will be similar to the correct complex.

identify residues that are involved in binding. Also, data from NMR experiments
of the protein complex have been used (Clore, 2000; Clore and Schwieters, 2003;
Dominguez et al., 2003). These data can be used to constrain/score the initial search,
or as part of a filter later on.

15.2.1 Rigid Body Docking: Search

A common and effective means of performing protein docking is to treat the proteins
as rigid bodies, which allows for a fast and efficient search. To search the rigid-
body degrees of freedom, it is necessary to explore a six-dimensional space: three
translational degrees and three rotational degrees. The size of most proteins causes
this space to be quite large, particularly when it is needed to sample at the atomic level

Brian Pierce, Andrew T. Phillips, and Zhiping Weng

[Smith and Sternberg, 2002]



Steps of protein-protein docking

Sampling and Scoring



Steps of protein-protein docking

Sampling and Scoring
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Models

Lock and KeyProtein Docking: Introduction

Lock-and-Key Principle

Source: Kohlbacher and Lenhof



Models

Lock and KeyScoring Functions for Protein Docking

Geometry

Chemistry

+
+- -

Lock-and-Key Principle

Source: Kohlbacher and Lenhof



[Boehr et al., 2009]



[Deupi and Kobilka, 2010]



Models

Flexible Protein Recognition

3-step mechanism of diffusion, free conformer selection, and
refolding:

[Grünberg et al., 2004]



Types of complexes

Enzyme / Inhibitor

Enzymes and their inhibitors have co-evolved to form an
interface with a high degree of surface complementarity



Types of complexes

Antibody / Antigen

The immune system produces many different antibodies in
response to an antigen, some of which bind their respective
epitopes quite well while others bind quite poorly.
Antibody => always the same binding site location Antigen =>
Highly variable binding site locations



Types of complexes

Protein-Protein Docking Benchmark 4.0

http://zlab.umassmed.edu/benchmark/
PDB => 1667 complex structures with unbound structures =>
109 non-redundant complexes (according to SCOP families) =>
176 unbound-unbound cases with reference complex structure

at the family level. Two complexes were deemed redun-

dant if both proteins in one complex were in the same

SCOP families as the two proteins in the other complex,

respectively. This yielded 109 complexes that were non-

redundant with the complexes in the previous release of

the Benchmark and amongst themselves. (PDB entries

without SCOP unique identifier sunid17 were excluded

from the bound candidate list to remove possible redun-

dancy.) Finally, we used literature information to elimi-

nate obligate complexes,18 which further reduced the list

to 52 complexes.

When we found multiple candidates for an unbound

structure, we selected one structure based on a combina-

tion of several considerations: highest sequence similarity

with the bound structure, highest resolution, and lowest

number of missing residues in protein–protein interface

area. For an ensemble of multiple candidate entries for

NMR structures, we selected the model that had the

lowest interface root-mean-square distance (RMSD)

(I-RMSD; defined below) with the bound form. The final

structure files that are on the benchmark website include

cofactors that were present in the original PDB files, and

in the case of an NMR structure, all the models that

were provided in the original file.

Classification

As done for the previous releases of the Benchmark,

we classify the new entries, according to expected diffi-

culty for protein–protein docking algorithms, based on

the structural difference between the bound and the

unbound forms of the binding partners:14

Rigid body:

I-RMSD � 1.5 Å and fnon-nat � 0.4

Medium difficulty:

[1.5 Å < I-RMSD � 2.2 Å] or [I-RMSD � 1.5 Å and

fnon-nat > 0.4]

Difficult:

I-RMSD > 2.2 Å

We define I-RMSD as the RMSD between the

unbound and the bound structures, superposed onto

each other, calculated using the Ca atoms of the interface

residues of both binding partners. In line with Mendez

et al.,19 fnat and fnon-nat are the fractions of native residue

contacts and non-native residue contacts, respectively, of

the superposed unbound structures.

RESULTS AND DISCUSSION

The 52 new cases are listed in Table 1. The entire

updated Benchmark is reported in Supporting Informa-

tion Table S1. 1OYV is a 1:2 complex of a two-headed

inhibitor and subtilisin.20 We split this complex into two

cases for the Benchmark that represent the interaction

between chain A of subtilisin and chain I (inhibitor) and

the interaction between chain B of subtilisin and chain I,

respectively. In addition to the aforementioned proper-

ties, the tables also report the change in accessible surface

area (ASA) on complexation, which is a measure for the

size of the interface between the binding partners.

Benchmark 4.0 includes 121 rigid body cases (33 new),

30 cases of medium difficulty (11 new), and 25 difficult

cases (eight new). According to biochemical function, we

have 52 enzyme-inhibitor (17 new), 25 antibody–antigen,

and 99 complexes with other function (35 new). We did

not find new antibody–antigen complexes. In this update

of the Benchmark, we included 16 cases that involve NMR

unbound structures. Among them, 11 cases are classified

as rigid body, four cases of medium difficulty, and one

case as difficult. Thus, the expected difficulty for docking

algorithms using NMR structures in the benchmark is

similar to the expected difficulty using X-ray structures. If

we would consider NMR structures for the bound com-

plexes, we would have included seven more cases (1GGR,

1J6T, 1O2F, 1P9D, 1UR6, 2ODG, and 3EZA). Although

one can argue that exclusion of complex NMR structures

from the Benchmark should be decided on a case-by-case

basis, we decided to simply leave all out as inclusion

would only lead to a small increase of the Benchmark.

Table 2 summarizes the average I-RMSD, fnat and fnon-nat
for the different classes of docking difficulty. The numbers

in Table 2 indicate that the new cases in Benchmark 4.0 (in

parentheses) have generally higher I-RMSD for rigid body

cases and cases of medium difficulty, which predicts the new

test cases to be more challenging for computational docking.

Also, the fraction of rigid body cases in the new cases is 0.63,

somewhat lower than the 0.71 in Benchmark 3.0. Thus, the

new cases are expected to be more difficult for protein–pro-

tein docking algorithms, and this must be taken into account

when assessing docking algorithms, as performance will

depend on the benchmark version utilized.

In summary, Benchmark 4.0 includes 52 new cases and

a higher number of new rigid body and medium diffi-

culty cases show larger conformational changes upon

binding than cases in the previous release. This is espe-

cially useful for the development of protein–protein

docking algorithms that incorporate protein flexibility, a

problem that has recently received much attention but

still remains a major challenge.21

REFERENCES

1. Vakser IA. Protein docking for low-resolution structures. Protein

Eng 1995;8:371–377.

Table II
Statistics of the Three Classes of Difficulty in the Entire Benchmark 4.0

and the New Cases (in Parentheses)

I-RMSD fnat fnon-nat Number

Rigid body 0.90 (1.12) 0.79 (0.80) 0.21 (0.19) 121 (33)
Medium 1.76 (1.86) 0.63 (0.66) 0.35 (0.27) 30 (11)
Difficult 3.76 (3.45) 0.51 (0.60) 0.51 (0.41) 25 (8)

Protein–Protein Docking Benchmark Version 4.0

PROTEINS 3113

52 enzyme-inhibitor, 25 antibody-antigen, 99 other functions
[Hwang et al., Proteins 2010]

http://zlab.umassmed.edu/benchmark/


Scoring Functions

Introduction

What distinguishes the true complex structure from "false
positives"?
Physical chemistry: Complex structure with the lowest
binding free energy is the one observed in nature.
Caveat: relies on sufficiently complete sampling of
conformation space



Scoring Functions

Prediction of Binding Free Energy

Currently very difficult
Would need to include entropic contributions and solvent
effects
Free energy prediction is also very difficult in:

Protein-ligand docking
Protein structure prediction



Scoring Functions

Prediction of Binding Free Energy

∆Gbinding = ∆Gelec + ∆EvdW + ∆Gdes + ∆Eint −T ∆Ssc−T ∆Sbb
(1)

∆Gelec electrostatic, ∆EvdW van der Waals, ∆Gdes desolvation,
∆Eint conformational changes upon binding
−T ∆Ssc and −T ∆Sbb entropy changes from side chain and
backbone, respectively.
[Pierce and Weng, 2007]



Scoring Functions

Alternative: Scoring Functions

Geometry:
Lock and key principle
Large contact areas are favorable
Steric clashes / overlaps should be avoided

Chemistry:
Models based on physicochemistry
Compromise between speed and accuracy

Scoring functions must be accurate and fast at the same time
to evaluate serval billions of docking poses.
Scoring functions based only on geometry or only on chemistry
are not successful in general.



Scoring Functions

Geometry and Chemistry
Scoring Functions for Protein Docking

Geometry

Chemistry

+
+- -

Scoring Function

Source: Kohlbacher and Lenhof



Scoring Functions

Geometry and Chemistry
Scoring Functions for Protein Docking

Geometry

Chemistry

+
+- -

Scoring Function

Source: Kohlbacher and Lenhof



Scoring Functions

Geometry

1 Steric complementarity of shapes
2 Buried surface area (BSA) = SASA + SASB − SASAB,

typical values for complexes: 1200-2200 Å2



Scoring Functions

Chemistry

Electrostatic interactions
Hydrogen bonding
Desolvation: Exclusion of the solvent from the interface =>
solvent entropy change



Scoring Functions

Categories of scoring functions

Knowledge-based
Empirical
Forcefield-based

[Moreira et al., 2010]



Shape complementarity

Bound VS unbound



Shape complementarity

Soft van der Waals

VL−J = A/r12 − B/r6 (2)15. Structure Prediction of Protein Complexes 117

Fig. 15.2 The Lennard-Jones potential (V) as a function of the distance (r ) between two atoms.
The distance rvdW is the sum of the van der Waals radii for the atoms, while the dotted line gives
an example of how this potential can be “softened” to avoid large penalty for atomic clashes.

A plot of this function is shown in Fig. 15.2. The energy minimum is at the sum
of the van der Waals radii (rvdW ), while having the atoms much closer results in a
strong repulsive energy (dominated by the r−12 term). Details about this (and other
physical energy terms) can be found in Chapter 2.

It was noted (Betts and Sternberg, 1999) in a study of conformational changes
upon binding that many complexes have a “lock and key” recognition and that
the change is small. However, the complexes considered were primarily enzyme–
inhibitor and it was acknowledged that for other types of complexes the change
may be greater. Another study confirmed this finding (Norel et al., 1999), that shape
complementarity is a primary contributor to a successful docking energy function.

A key consideration in evaluating shape complementarity for unbound docking
is to have a “softness” to allow for a small amount of overlap in the predictions. This
is illustrated in Fig. 15.2 by the dotted line, and results in a reduced clash penalty
at close distances. In this manner, the RosettaDock program (Gray et al., 2003)
employs a short-range linearization of the LJ potential for its scoring function.
For rigid body docking, some overlaps can be acceptable as they can represent
conformational changes (either side chain or backbone) during complexation. Shape
complementarity has been implemented for both explicit (atom-based) models of
proteins as well as grid-based docking methods.

[Pierce and Weng, 2007]
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whereNoverlap is the number of pairs of elements in the match whose elements both

contain surface information. The algorithm therefore favours burial of large amounts of

surface.

2.2.2 Results

The results were varied for the different complexes. D1.3 was predicted well, with the best

solution found fifth in a list of twenty-five structures that remained after filtering. This

structure had a Cα RMSD of the lysozyme equal to 1.7Å. The best solution for HyHel10

came third in a list of eighteen, but with a slightly poorer lysozyme Cα RMSD of 3.4Å.

HyHel5 and the model of D1.3 performed the worst, with, respectively, the best solution

thirtieth out of forty and with a Cα RMSD of 7.5Å, and ninth out of fifteen with a Cα

RMSD of 11.4Å. However, these structures were reasonable in the interface, with Cα
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whereε = the well depth, r = the distance between atom centres,σ = the distance at which
V = 0, x = the surface separation, and r = x - 2. The Lennard-Jones potential has been
scaled to the range of the soft potential by settingε to the well depth of the soft potential
(64) and by addingε.
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Electrostatics

Poisson-Boltzmann equation:

∇ · (ε(r)∇φ(r))− ε(r)κ2(r) sinh(φ(r)) + ρ(r) = 0 (3)

ε dielectric term, φ electrical potential, ρ charge density,
κ charge screening parameter for mobile ions.
Simplifications:

1 no mobile ions => κ = 0
2 dielectric term invariant inside the protein: ε(r) = ε

=> Poisson’s equation:

∇2φ(r)) = −ρ(r)

ε
(4)

=> Coulomb force:

F =
Q1Q2

4πε0r2 ∼ 1/r2 (5)

No point - point model, but point - field model, as side chain
positions are not always correct



Desolvation / Hydrophobic effect

Desolvation

Desolvation in protein binding is the energy needed to change
water-protein bonds with bonds between proteins.
= "Hydrophobic effect"
Atomic contact energy (ACE) [Zhang et al., 1997]:

Contact energies ∆Gi for 18 atom types obtained from
known structures
Statistical potential (like [Miyazawa and Jernigan, 1996])

∆Gdes =
∑

i

Ni∆Gi (6)

Ni : number of atom pairs of type i



Amino-acids preferences

Statistical pairwise-potential

Derived from an analysis of complexes with known 3D
structure, example:

[Moont et al., 1999]



Surface representation

Solvent accessible surface - SAS
Connolly’s MS (molecular surface) algorithm

Cai 1998 / http://www.simbiosys.ca/sprout/eccc/cangaroo.html

http://www.simbiosys.ca/sprout/eccc/cangaroo.html


Surface representation

Knobs and Holes
Solid angle

Ω[sr ] = A/r2 = [0...4π]

Michael L. Connolly, Molecular Surfaces: A Review
http://www.netsci.org/Science/Compchem/feature14.html
Connolly 1986, J Mol Graph

http://www.netsci.org/Science/Compchem/feature14.html


Surface representation

Knobs and Holes
Sphere volume inside the protein

[Connolly, 1986]:

shape function => sphere volume:
concave/Hole = larger sphere volume = local maximum of
shape function
convex/Knob = smaller sphere volume = local minimum of
shape function

here: sphere radius = 6Å (approximation of the radius of an
amino acid)



Surface representation

Knobs and Holes
Matching

[Connolly, 1986]:

sum of sphere volumes should give a whole sphere



Surface representation

Knobs and Holes
Matching

[Connolly, 1986]:
One outward pointing vector -c at each sphere center => vector
field
good shape match = anti-parallel vectors

centroid = barycentre



Surface representation

Knobs and Holes
Matching

[Connolly, 1986]:
Criteria for a good surface shape measure for docking:

1 local, i.e. not dependent on distant parts of the protein (the
protein-protein interface is only a local part of the whole
surface)

2 independent of the coordinate system (otherwise the
complementarity is difficult to find, as proteins

3 fast way to identify complementary shapes



Surface representation

Critical Points

Critical points = Local extrema of shape function = knob and
holes
Find critical points:

1 triangulate the solvent-accessible surface => polyhedron
with triangular faces (better than dot surface
representation, as it defines which vertices are neighbors)

2 calculate shape function at each vertex of the polyhedron
3 compare values with neighboring vertices

Knob = value lower than any of the neighboring vertices
Hole = value higher than any of the neighboring vertices
Shape function = sphere volume inside the protein
Tested on one complex: about 160 knobs and holes per protein
[Connolly, 1986]



Surface representation

Dot surface VS critical points

(a) dense, Connolly (b) sparse, Lin et al. 1994

green = concave, yellow = convex, red = flat



Surface representation

Critical points - Histogram

Only 30% are knobs or holes.
Max Shatsky
http://bioinfo3d.cs.tau.ac.il/Education/Workshop02a/

http://bioinfo3d.cs.tau.ac.il/Education/Workshop02a/


Geometric docking

Matching with critical points

At least four points of each protein must be matched together to
define one assembly unambiguously.
First try [Connolly, 1986]: Four knobs and holes pairs (Problem:
difficulties to find four pairs, especially for flat interfaces, ex:
trypsin + inhibitor)
Second try [Norel et al., 1994]: Two knobs and holes pairs plus
points defined by their surface normals:

matchings: a <-> d, b <-> e



Geometric docking

Topological graph Gtop

Color code of the right figure: yellow = knob, cyan = hole, green
= flat, dark blue = protein surface
http://bioinfo3d.cs.tau.ac.il/Education/Workshop02a/

http://bioinfo3d.cs.tau.ac.il/Education/Workshop02a/


Geometric docking

Group critical points as patches

Goal: divide the surface into connected, non-intersecting, equal
sized patches of critical points with similar curvature.

connected the points of the patch correspond to a
connected sub-graph of Gtop.
similar curvature all the points of the patch correspond to
only one type: knobs, flats or holes.
equal sized to assure better matching we want shape
features of almost the same size.

http://bioinfo3d.cs.tau.ac.il/Education/Workshop02a/

http://bioinfo3d.cs.tau.ac.il/Education/Workshop02a/


Geometric docking

Group critical points as patches

yellow = knob, cyan = hole, green = flat, dark blue = protein
surface
http://bioinfo3d.cs.tau.ac.il/Education/Workshop02a/

http://bioinfo3d.cs.tau.ac.il/Education/Workshop02a/


Geometric docking

Surface Patch Matching

Knob <-> hole patches and flat patches <-> any patch
1 Single Patch Matching: One patch of the receptor with one

patch of the ligand, for small ligands
2 Patch-Pair Matching: Two patches of the receptor with two

patches of the ligand, for protein-protein complexes
Match critical points within patches by computer vision
techniques:

Geometric Hashing
Pose Clustering

[Duhovny et al., 2002]



Geometric docking

Surface Patch Matching



FFT docking

3D grid

[Palma et al., 2000] [Krippahl et al., 2003]



FFT docking

Katchalski-Katzir et al., PNAS 1992Katchalski-Katzir et al., PNAS 1992

Basic Ideas
• Protein on grid
• Assign values 

– ai,j,k =
• 1 at the surface of A
• ρ << 0 inside A
• 0 outside

– bi,j,k =
• 1 at the surface of B
• δ > 0 inside B
• 0 outside B

000outside

01δ > 0surface

0ρ < 0ρ*  δ < 0inside

outsidesurface insideA B

Source: Kohlbacher and Lenhof



FFT docking

Correlation cα,β,γ

For all translation vectors (α, β, γ) calculate:

surface-surface contacts ai,j,k · bi+α,j+β,k+γ > 0
inside-inside contacts ai,j,k · bi+α,j+β,k+γ < 0

cα,β,γ =
N∑

i=1

N∑
j=1

N∑
k=1

ai,j,k · bi+α,j+β,k+γ (7)

Run time O(N6) !
[Katchalski-Katzir et al., 1992]



FFT docking

Correlation cα,β,γ
Katchalski-Katzir et al., PNAS 1992

From: Katchalski-Katzir et al., PNAS 1992, 2195

Cross Section cα=0,β,γ

Source: Kohlbacher and Lenhof



FFT docking

Fast Fourier Transform (FFT)

Discrete Fourier Transform (DFT):

Xo,p,q =
N∑

i=1

N∑
j=1

N∑
k=1

xi,j,k · exp[−2πi(oi + pj + qk)/N] (8)

Inverse Fourier Transform (IFT):

cα,β,γ =
1

N3

N∑
o=1

N∑
p=1

N∑
q=1

Co,p,q · exp[−2πi(oα+ pβ + qγ)/N] (9)



FFT docking

Fast Fourier Transform (FFT)

cα,β,γ =
N∑

i=1

N∑
j=1

N∑
k=1

ai,j,k · bi+α,j+β,k+γ (10)

Cross-correlation:

(fFg)[n] =
∞∑

m=−∞
f ∗[m]g[n + m] (11)

DFT (fFg) = (DFT (f ))∗ · DFT (g) (12)

Co,p,q = A∗o,p,q · Bo,p,q (13)

cα,β,γ = IFT (Co,p,q) (14)



FFT docking

FFT for DFT

Source: Rong Chen



FFT docking

FFT for IFT

Source: Rong Chen



FFT docking

FFT 1D
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FFT docking

FFT 3D
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FFT docking

FFT 3D
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FFT docking

Grid size in ZDOCK

Grid spacing: 1.2 Å
Grid points N = 128 for the largest protein (about 150 Å
cube side length), otherwise N = 100
1283 = 2 million grid points => 2 million different translation
vectors (α, β, γ)

Without FFT => 1286 = 4.4 · 1012 = 4400 billion elementary
operations (addition or multiplication)
With FFT => 1283 · log2(1283) = 2.1 · 106 · 21 = 44 million
elementary operations

=> 105 times faster with FFT !
[Chen and Weng, 2002]



FFT docking

Ligand rotations

ZDOCK 2.3-3.x => two rotational sampling options
(non-redundant rotations, uniform sampling of the sphere):

1 ∆ = 15◦ => Mrot = 3600
=> Mrot · N3 = 7.5 billion docking poses

2 ∆ = 6◦ => Mrot = 54000
=> Mrot · N3 = 113 billion docking poses



FFT docking

Total number of operations

Mtrans+corr = N3 · log2(N3) (15)

Mtotal = Mrot ·Mtrans+corr = Mrot · N3 · log2(N3) (16)

ZDOCK 2.3-3.x =>
Mtotal = 160 billion operations with Mrot = 3600 => average
runtime (2.3: 1h, 3.0: 3h)
Mtotal = 2300 billion operations with Mrot = 54000 => average
runtime (2.3: 15h, 3.0: 45h)
[Pierce et al., 2011]



FFT docking

Run-time improvement with Conv3D

Table 1. Average running time, running time fold improvement, and memory usage of optimized ZDOCK versions.

Name Optimization1 Running Time (min) Fold Improvement2 Memory (MB)

ZDOCK 3.0 - 167.1 - 700

ZDOCK 3.0.1 Conv3D 26.5 6.4 303

ZDOCK 3.0.2f Conv3D+Cent 23.2 7.2 282

ZDOCK 3.0.2 Conv3D+Cent+Rot+Switch 18.9 8.6 256

ZDOCK 2.3 - 53.2 - 296

ZDOCK 2.3.1 Conv3D 13.1 4.0 215

ZDOCK 2.3.2f Conv3D+Cent 11.2 4.7 203

ZDOCK 2.3.2 Conv3D+Cent+Rot+Switch 9.3 5.5 191

All values are averages from running ZDOCK on 176 unbound docking test cases, each run using a single 2.8 GHz 64-bit Opteron processor with 8 GB available RAM.
Bold rows correspond to the fully optimized ZDOCK versions.
1Optimization scheme. Conv3D = new 3D FFT library, Cent = optimal receptor centering, Rot = optimal receptor rotation, Switch = switch ligand and receptor. See
Implementation section for details.

2Average fold improvement in running time versus the previous major ZDOCK version (3.0 or 2.3).
doi:10.1371/journal.pone.0024657.t001

Figure 1. Success rate and hit count of original and optimized versions of ZDOCK for all test cases (A, B) and rigid-body test cases
(C, D) of docking Benchmark 4.0. ZDOCK 3.0.2f and 2.3.2f represent the optimized versions with receptor rotation and receptor/ligand switching
turned off, while ZDOCK 3.0.2 and 2.3.2 represent the fully optimized versions of ZDOCK 3.0 and ZDOCK 2.3, respectively. Success rate is defined as
the percentage of cases with hits (RMSD less than or equal to 2.5 Å when comparing with Ca atoms in the bound interface to corresponding Ca
atoms in the prediction) for a given number of top-ranked ZDOCK predictions per test case, while hit count is the average number of hits across the
set of cases for a given number of top-ranked ZDOCK predictions per test case.
doi:10.1371/journal.pone.0024657.g001

Accelerating ZDOCK with Advanced 3D Convolution

PLoS ONE | www.plosone.org 3 September 2011 | Volume 6 | Issue 9 | e24657

[Pierce et al., 2011], [Nukada et al., 2007]



Flexible docking

Introduction

Flexibility makes the docking problem harder
Increased number of degrees of freedom
Scoring more difficult

Difficult to predict a-priori conformational changes
Current docking methodology can mainly deal with small
conformational changes



Flexible docking

Reviews

Bonvin, A. M. J. J. (2006). Flexible protein-protein docking. Curr. Opin.
Struct. Biol., 16(2):194–200. PMID: 16488145
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Flexible docking

Large-scale domain motions
Shear motion

[Andrusier et al., 2008]



Flexible docking

Large-scale domain motions
Hinge motion

[Andrusier et al., 2008]



Flexible docking

Disordered regions
Flexible loop

[Andrusier et al., 2008]



[Boehr et al., 2009]



Flexible docking

Four major stages

1 Preprocessing => conformational ensemble / selection
2 Rigid body "soft"-docking
3 Refinement => induced fit
4 Scoring

[Andrusier et al., 2008]



Flexible docking

Step 1: Flexibility analysis

Methods can be grouped in three major categories:
1 Generate an ensemble of discrete conformations

Conformational ensemble analysis of solved structures
Snapshots of Molecular Dynamics (MD) simulations

2 Continuous protein conformational space
Normal Modes Analysis (NMA)
Essential Dynamics

3 Identification of rigid and flexible regions
Rigidity theory
Hinge detection algorithms

[Andrusier et al., 2008]



Flexible docking

Step 1: Flexibility analysis
Conformational ensemble analysis

Instead of a single unbound structure use an ensemble of
slightly different unbound structures
Use experimentally solved 3D-structures of different
conformations of the same protein or homologs

Morphing techniques: linear interpolation, with limited
biological relevance
Detect rigid domains and hinge locations (DynDom,
HingeFind, FlexProt)

[Andrusier et al., 2008]



Flexible docking

Step 1: Flexibility analysis
Molecular Dynamics (MD)

Problems and solutions in using MD:
MD simulates only small-scale movements (ns timescale)
Protein conformational changes take up to 1 ms

Solutions: restricting degrees of freedom (ex: torsional
space)

Energy barriers may trap the MD simulation in certain
conformations

Solutions: Simulated annealing (ex: HADDOCK), scaling
methods, biased methods, flooding technique (used in
GROMACS), puddle-jumping

[Andrusier et al., 2008]



Flexible docking

Step 1: Flexibility analysis
Normal Modes Analysis (NMA)

(a) Polypeptide chain with Cα atoms as spheres
(b) Simplified spring model

[Andrusier et al., 2008]



Flexible docking

Normal Modes Analysis (NMA) - Models

Goal: Study equilibrium fluctuations
Common setup:

Simplified spring model which relies primarily on the
geometry and mass distribution of a protein
every two atoms (or residues) within a distance below
threshold are connected by a spring
all springs usually have a single force constant

[Andrusier et al., 2008]



Flexible docking

Normal Modes Analysis (NMA) - Models

Gaussian Network Model (GNM)
Gaussian-distributed fluctuations about mean positions
Isotropic fluctuations
Coupling with harmonic potentials
Yields an analytical solution
Yields mean-square displacements and cross-correlations
between fluctuations
Motion is projected to a mode space of N dimensions

Anisotropic Network Model (ANM)
Extension of the GNM
Account for anisotropic fluctuations
Yields directional preferences
Motion is projected to a mode space of 3N-6 dimensions
More time-consuming than GNM

[Atilgan et al., 2001]



Flexible docking

Hinges

[Sandak et al., 1998]



Flexible docking

Example: Calmodulin <=> myosin kinase peptide

[Schneidman-Duhovny et al., 2005]



Flexible docking

HingeProt

Predicts locations of hinges and rigid parts
HingeProt employs the Elastic (Gaussian)
Network Model, based on normal mode
analysis (NMA)
Fully automated analysis of NMA results
Using the two slowest modes, it calculates
to correlation between the fluctuations of
each pair of residues, that is their
tendency to move in the same direction
A change in the sign of the correlation
value between two consecutive regions in
the protein suggests a flexible joint that
connects rigid units

[Emekli et al., 2008], [Andrusier et al., 2008]



Flexible docking

FlexDock

[Schneidman-Duhovny et al., 2007]



Flexible docking

FlexDock - CAPRI target 8

FlexDock uses HingeProt to identify the hinges.
[Schneidman-Duhovny et al., 2007]



Flexible docking

FlexDock - Replication Protein A (1FGU) + DNA

FlexDock uses HingeProt to identify the hinges.
[Schneidman-Duhovny et al., 2007]



Flexible docking

Normal Modes Analysis (NMA) - cautions

When bound to a structure, a ligand can :
stabilize a conformation that is generally unpopulated in the
ligand-free state
stretch the structure along the direction of certain normal
modes that were irrelevant in the unbound state

=> Difficulty to predict which modes are relevant
=> Use as many modes as possible
Fortunately, in the majority of cases ligand binding perturbs
a system along its lower-frequency normal modes

[Petrone and Pande, 2006]



[Petrone and Pande, 2006]



Flexible docking

Normal Modes Analysis (NMA) - loops

Binding site of proteins often contains loops which undergo
relatively small conformational changes triggered by an
interaction (ex: protein kinase binding pockets)
Loop movements can only be characterized by
high-frequency normal modes
Cavasotto et al. developed a method for measuring the
relevance of a mode to a certain loop
Goal: Flexible ligand (here small molecule) - flexible
receptor docking

[Cavasotto et al., 2005]



Flexible docking

Normal Modes Analysis (NMA) - FiberDock

[Mashiach et al., 2010a], [Mashiach et al., 2010b]



Flexible docking

Step 1: Flexibility analysis

Methods can be grouped in three major categories:
1 Generate an ensemble of discrete conformations

Conformational ensemble analysis of solved structures
Snapshots of Molecular Dynamics (MD) simulations

2 Continuous protein conformational space
Normal Modes Analysis (NMA)
Essential Dynamics

3 Identification of rigid and flexible regions
Rigidity theory
Hinge detection algorithms

[Andrusier et al., 2008]



Flexible docking

Step 1: Flexibility analysis
Essential dynamics

Capture the main flexible degrees of freedom of a protein,
given a set of its feasible conformations
Degrees of freedom are described by vectors, called
essential modes or principal components (PC)
Set of conformations => (3N x 3N) covariance matrix (N =
number of atoms) of the deviation of each atom from its
average position
Matrix is diagonalized => eigenvectors (= PC of flexibility),
eigenvalues (= amplitude)
Applied by Ritchie et al. (LORIA Nancy)

[Andrusier et al., 2008], [Mustard and Ritchie, 2005]



Flexible docking

Step 1: Flexibility analysis
Rigidity theory

Pebble (=galet) game on graph
[Jacobs et al., 2001]

http://gepard.bioinformatik.uni-saarland.de/old_html/html/ProSeminarWS0607/

JanChristoph/ProteinFlexibilityPredictions_JanChristoph.pdf

http://gepard.bioinformatik.uni-saarland.de/old_html/html/ProSeminarWS0607/JanChristoph/ProteinFlexibilityPredictions_JanChristoph.pdf
http://gepard.bioinformatik.uni-saarland.de/old_html/html/ProSeminarWS0607/JanChristoph/ProteinFlexibilityPredictions_JanChristoph.pdf


Flexible docking

Methods for flexibility analysis

[Andrusier et al., 2008]



Flexible docking

Backbone flexibility

Four groups of methods:
1 Soft interface
2 Ensemble docking
3 Hinge bending motions
4 Heuristic search for energetically favored conformations in

a wide conformational space
[Andrusier et al., 2008]



Flexible docking

Backbone flexibility
Soft interface

Rigid-body docking which allows a certain amount of steric
clashes
Accounts only for side chain flexibility and small scale
backbone movements
Assumes that the proteins are capable of performing the
required conformational changes which avoid the steric
clashes
The actual changes are not modeled explicitly
Results of soft docking usually contain steric clashes =>
need further refinement

Three major groups:
1 Brute force techniques speeded up by FFT
2 Randomized methods
3 Shape complementary methods

[Andrusier et al., 2008]



Flexible docking

Backbone flexibility
Ensemble docking

Prior to docking: generate an ensemble of conformations
for the binding partners
Docking of the whole ensemble:

1 Cross-docking: dock one-by-one
2 Dock all together: mean-field approach

[Andrusier et al., 2008]



Flexible docking

Ensemble docking
Mean-field MC2 (Multi-Copy/Monte-Carlo) method

Predict conformation of flexible loop in the interface
Multiple copy representation of the loop
Side-chains conformations are samples by Monte Carlo
Simulated Annealing process
Multiple copy representation and Monte Carlo simulation
are coupled via copy weights
Initially equal, these weights are recalculated at the end of
each Monte Carlo cycle
A unique loop copy is selected at the end
Introduced into ATTRACT docking program

[Bastard et al., 2003], [Bastard et al., 2006]

csb.stanford.edu/karine/thesis-k-bastard.pdf



Flexible docking

Ensemble docking
Mean-field MC2 (Multi-Copy/Monte-Carlo) method

http://www.ibpc.fr/chantal/www/MC2/mc2.html

http://www.ibpc.fr/chantal/www/MC2/mc2.html


Flexible docking

Backbone flexibility
Heuristic search

Energy minimization + normal modes (ATTRACT)
Flexibility tree: hierarchical data structure which represents
conformational sub-spaces of proteins and full flexibility of
small ligands
Monte Carlo methods:

Monte Carlo minimization (MCM) used in RosettaDock

[Andrusier et al., 2008]



Flexible docking

Example: ATTRACT

Coarse grained: Three pseudo atoms per amino acid
residue
Side-chain flexibility: multicopy approach

[Zacharias, 2003]





Flexible docking

Energy minimization in low-frequency normal modes

Docking in 6 + n-dimensional space (n is
the number of modes (up to five) + 6
rotational and translational degrees of
freedom)
About 300000 starting structures

[May and Zacharias, 2008]



Flexible docking

Flexibility Tree (FT)

Used in FLIPDock [Zhao et al., 2006], [Zhao and Sanner, 2007]





Flexible docking

Monte Carlo minimization (MCM) used in RosettaDock

[Wang et al., 2007]



Flexible docking

Methods for docking with backbone flexibility

[Andrusier et al., 2008]



Flexible docking

Refinement of side-chains: FireDock

[Mashiach et al., 2008], [Andrusier et al., 2008],
[Andrusier et al., 2007]



Flexible docking

Docking and refinement methods with side-chain and
rigid-body optimization

[Andrusier et al., 2008]



[Andrusier et al., 2008]



CASP (Critical Assessment of methods of Structure Prediction):

• predict the mode of folding of a protein based on the amino acid sequence

• compare to an unpublished X-ray or NMR structure.

• J. Moult (CARB, Rockville MD) launched CASP in 1994

• round of predictions once every two years (CASP8 in 2008) with 50-100 targets

CAPRI (Critical Assessment of PRedicted Interactions):

• predict the mode of recognition of two proteins by docking their 3D structures

• compare to unpublished X-ray structures  of protein-protein complexes.

• CAPRI started in 2001

• a round of prediction begins any time a target is made available

http://capri.ebi.ac.uk/

Assessing structural predictions in community-wide experiments:

CAPRI and CASP



Running CAPRI

The Management Committee
Web site K. Henrick, S. Velenkar (EBI, Hinxton, UK) M. Sternberg (Imperial College London)

Targets      J. Janin (Orsay, France) S. Vajda (Boston University)

Assessors S. Wodak (Toronto), M. Lensink (Brussels) I. Vakser (Kansas University)

L. Ten Eyck (UC San Diego) 

Special Issues of Proteins: structure, fonction and bioinformatics
1: Vol. 52-1, July 1, 2003 2: Vol. 60-2, Aug.1, 2005
3: Vol. 69-4, Dec. 2007 4: Vol. 78, Nov. 15, 2010

Evaluation meetings  La Londe des Maures, France Sept. 19-21, 2002
Gaeta, Italy, Dec. 8-10, 2004
Toronto, Canada, April 20-21, 2007
Barcelona, Spain, Dec. 9-11, 2009



CAPRI

CAPRI star evaluation

The CAPRI star
system

% native  contacts  main chain RMSD (Å)
(correctly predicted residue pairs) Ligand   Interface

Model quality  fnc   Lrms          Irms

High (three-star) > 50%  < 1 Å   or     < 1Å

Good (two-star) > 30%  < 5       or       < 2

Acceptable (one-star) > 10%  < 10      or       < 4

Incorrect < 10%   >10     and      > 4

Mendez, Leplae,
Wodak 2003
Lensink et al.

2005, 2007, 2010

Source: Janin, LIX 2010



[Méndez et al., 2005]



CAPRI

CAPRI rules

1 Each group gets the input structures (bound, unbound or
sequence only).

2 Some weeks later they have to submit 10 models for the
complex.

3 Exception: web-servers have to submit within 24h to
prevent "human scoring".

4 The best model out of the 10 models is used to evaluate
the performance of one group or web-server.

5 Group 6= Program: each group can use the programs they
like, but usually they are using their own programs.



vided. Interestingly, in a number of targets (T30, T32,

T37, T38/39) one component formed a homodimer,

which associates symmetrically with two identical copies

of the second protein. Two targets (T40, T42) had one

component simultaneously bound to two copies of the

second protein forming two distinct association modes.

Predicted models were evaluated against both modes.

Targets T35/36 were a somewhat controversial case.

They consisted of a single polypeptide chain (Xyn10B

xylanase) with two covalently linked globular domains

(GH10 and CBM22), whose mode of association had to

be predicted. However, the short peptide linking

the domains is disordered in the target crystal struc-

ture,18 and inspection of the experimental structure

suggests that the interacting domains may actually belong

to two different molecules. It is therefore possible that

the two domains do not form stable intramolecular

interactions in solution, but this needs to be confirmed

experimentally.

Lastly, as in previous CAPRI rounds, predictors (and

scorers) commonly exploit biochemical data or informa-

tion on sequence conservation in related proteins to

identify protein regions involved in the interaction. This

information is then used to bias the docking and scoring

calculations or to filter solutions. This may not be the

case for some web-servers, which perform the predictions

completely automatically.

THE EVALUATION PROTOCOL

The criteria used to evaluate the quality of the pre-

dicted complexes, summarized in Table II, are exactly the

same as in previous CAPRI evaluations. The reader is

referred to previous CAPRI reports13,15,16 for a detailed

description of these criteria and the corresponding

thresholds used in classifying predictions as being of

‘‘high,’’ ‘‘medium,’’ and ‘‘acceptable’’ accuracy, denoted

respectively as ‘‘***,’’ ‘‘**,’’ and ‘‘*’’ in the summary

Tables.

Submitted models containing a number of interatomic

clashes (atoms closer than 3 Å) exceeding a certain

threshold were not evaluated, as such models may

retrieve a large number of native interactions simply

because of the interpenetration of the corresponding

structures. The threshold used in this and previous evalu-

ations is defined as C 5 (Nclashes) 1 2r, where the quan-
tity in the brackets is the average number of clashes in all

the models submitted for a target, and r is the standard

deviation of this number. C typically ranges between 60–

140 for most CAPRI targets, a value quite lenient in

comparison to the number of clashes observed in the tar-

get structures themselves (usually fewer than 20). How-

ever, the exact threshold differs for each target. This has

the advantage that predictors do not know in advance

what the acceptable number of clashes would be and

therefore tend to minimize clashes as much as possible.

Alternative ways of defining C have been suggested and

will be tested in future CAPRI Rounds.

PREDICTION RESULTS AND
DISCUSSION

This section is divided into two main parts. The first

part describes the prediction performance for individual

targets in different Rounds by the docking and scoring

experiments. In the second part, we present an overview

Table III
Summary of Target Prediction Performance in CAPRI Rounds 13–19

L-rms (�) R-rms (�)

*** ** *

P U S P U S P U S

T29 1.7 B 0 2 1 9 78 13 8 87 13
T30 1.7 2.3 0 0 0 0 0 0 2 2 0
T32 0.3 2.1 15 0 0 13 3 0 6 12 2
T33 2.0 2.6 0 0 0 0 0 0 0 0 0
T34 2.0 B 0 0 0 25 13 4 40 165 26
T35 2.9 2.9 0 0 0 0 0 0 1 2 1
T36 2.9 B 0 0 0 0 0 0 1 0 0
T37 0.6 0.4 1 8 5 7 34 13 13 34 11
T38 3.2 1.9 0 0 0 0 0 0 0 0 0
T39 3.2 B 1 0 0 2 3 0 0 1 0
T40 B 0.4 79 176 39 54 163 40 31 149 13
T41 2.0 1.5 24 2 2 58 99 16 67 198 51
T42 1.5 1.5 9 5 6

B 5 Bound.

Number of submitted models of acceptable (*), medium (**), or high (***) accu-

racy, for targets 29–42. Data listed separately for Predictor (P), Uploader (U), and

Scorer (S) groups. Ligand and Receptor rmsd (L-rms and R-rms, respectively) cal-

culated between unbound (or homolog) and bound states, with B indicating that

a bound target component was used in the docking calculations.

Table II
CAPRI Assessment Criteria

Incorrect fnat < 0.1 OR L-RMS > 10.0 AND I-RMS > 4.0
Acceptable fnat � 0.3 AND L-RMS > 5.0 AND I-RMS > 2.0
OR (0.1 � fnat < 0.3) AND (L-RMS � 10.0 OR I-RMS � 4.0)
Medium fnat � 0.5 AND L-RMS > 1.0 AND I-RMS > 1.0
OR (0.3 � fnat < 0.5) AND (L-RMS � 5.0 OR I-RMS � 2.0)
High fnat � 0.5 AND L-RMS � 1.0 AND I-RMS � 1.0

The following quantities were computed for each target: (i) all the residue-residue

contacts between the Receptor (R) and the Ligand (L), and (ii) the residues con-

tributing to the interface of each of the components of the complex. Interface res-

idues were defined on the basis of their contribution to the interface area, as

described previously.15,16For each predicted model, the following quantities were

computed: the fractions fnat of native and fnon-nat of non-native contacts in the

predicted interface; the root mean square displacement (rmsd) of the backbone

atoms of the ligand (L-rms), the misorientation angle yL and the residual dis-

placement dL of the ligand center of mass after the receptor in the model and ex-

perimental structures were optimally superimposed.49 In addition, we computed

I-rms, the rmsd of the backbone atoms of all interface residues after they have

been optimally superimposed. Here the interface residues were defined less strin-

gently, on the basis of residue-residue contacts.13,15,16 As previously

described,15,16 models exhibiting a number of close atomic contacts (clashes)

exceeding by at least two standard deviations the average number of such clashes

in all the models submitted for a given target were not evaluated. It should be

noted that in the protocol for classifying predicted model into the 4 categories

(‘‘Incorrect,’’ ‘‘Acceptable,’’ ‘‘Medium,’’ and ‘‘High’’), the listed inequalities were

applied from top to bottom, that is, starting with those defining incorrect predic-

tions.

Docking and Scoring Protein Interactions

PROTEINS 3075

[Lensink and Wodak, 2010]



CAPRI

Web-server

As previously observed,13 scorer groups often tend to

select models uploaded by other groups, rather than their

own, even when their own models are more accurate.

This remains puzzling, and likely indicates that singling

out the better models from sets containing a larger pro-

portion of good models requires finer discrimination cri-

teria than those used in docking. We also observe that

scorers rarely improve upon the quality of the uploaded

model in the scoring process, for example as a result of

further refinement.

The same limitations also adversely affect the ability to

correctly rank submitted models in both the scoring and

docking experiments. This ranking is often based on the

scoring scheme that predictors use. But some predictors

trust less their scoring function, and use ad hoc criteria

instead. In either case, the position of a model in the

ranked list of 10 predictions submitted for each target

reflects the degree of confidence in that model, with high

confidence models appearing at top of the list. In line

with previous findings,13 we see no obvious correlation

between the ranks of models and their accuracy as deter-

mined here for the 13 evaluated targets.

Performance of Docking Servers

The steady increase in the number of participating

docking servers is a very welcome development in

CAPRI, as it heralds wider access to docking procedures

by nonexperts. Servers are operated completely automati-

cally and their allowed turn around time in CAPRI is

much shorter (1–3 days) than for the docking and scor-

ing predictions, precluding as a result any manual inter-

vention in selecting the final 10 models. Also, because

servers need to behave robustly, they often implement

less recent but more extensively tested versions of the

docking and scoring methods.

It is therefore not unexpected that the performance of

servers is not on par with that of human dockers or scor-

ers. Table V summarizes the prediction results of servers

that submitted models of acceptable quality or higher for

at least 1 of the 13 evaluated targets in the docking

experiment. Seven of the 12 servers have entries in this

Table. Two of these, ClusPro, and HADDOCK, currently

outperform their counterparts. ClusPro submitted correct

models for 5 of the 13 targets, and HADDOCK for four.

The remaining five servers submitted correct models for

at most two targets, although not always the easier ones.

FiberDock and Top Down submitted predictions for only

two and five targets, respectively.

DOCKING METHODS: WHAT IS
NEW?

CAPRI continues to fulfill one of its major goals in

remaining a fertile testing ground for new docking meth-

ods, which predictors develop and apply to meet new

challenges posed by the increasingly diverse and realistic

targets offered to them.

Rigid-body search algorithms remain the well-estab-

lished core component of most docking procedures.34,35

Several docking packages implement efficient versions of

these algorithms, (HEX, ZDock, HADDOCK, ClusPro)

and have become increasingly popular outside the docking

community. New CAPRI participants also tend to build on

these packages, enabling them to concentrate on other

aspects that are crucial to successful docking predictions.

The docking community currently recognizes three

main aspects that need addressing: (1) improving the cri-

teria for singling out promising solutions, (2) modeling

conformational changes, and (3) incorporating restraints

on the basis of data from different sources.

Criteria for Singling Out Promising Docking
Poses

Recent approaches for selecting promising docking

poses focus on improving the selection efficiency during

both the coarse-grained rigid body search and in subse-

quent refinement steps.

An increasing number of docking procedures consider

ensembles of docking poses. They cluster solutions

obtained in the rigid-body search, and process further

models corresponding to the most densely populated

clusters. Several procedures also compile statistics on

how frequently individual residues appear in the interfa-

ces of computed docking solutions, and then select can-

didate docking poses that involve residues occurring fre-

quently in these interfaces (Zhou).

Groups continue to test and apply new scoring functions

specifically designed to discriminate between correct and

incorrect binding modes. These functions tend to include

residue or atom pair potentials, as well as a variety of other

structural or physicochemical features derived from known

protein interfaces. Various flavors of these functions are

used in both the rigid-body search and refinement steps.

In the refinement step, the sampling of internal degrees

of freedom, using various techniques (see below), is closely

Table V
Prediction Performance of Web-Servers

Target 29 30 32 33 34 35 36 37 38 39 40 41 42

ClusPro 0 0 0 0 1* 0 0 0 0 1** 2/1** 1** 1***
FiberDock 10/1*** 0
FireDock 0 0 0 0 0 0 0 0 2/1***
GRAMM-X 0 0 0 0 0 0 0 0 0 0 2*** 1*** 0
HADDOCK 0 0 7* 0 0 0 0 0 1*** 4/1** 1*
SKE-DOCK 0 0 0 0 0 0 0 2* 0 0 2/1*** 0 0
Top down 0 0 2/1** 0 0

Performance is indicated by the number of submitted models of acceptable accu-

racy or better, specifying after the slash the number of models with the indicated

accuracy (‘‘**’’ for medium accuracy, and ‘‘***’’ for high accuracy). A zero entry

indicates that no acceptable model was submitted, whereas an empty entry indi-

cates no participation for that target.

Docking and Scoring Protein Interactions
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[Lensink and Wodak, 2010]



CAPRI

Conclusion

Is the protein-protein docking problem solved ?
Not really:

Final goal: best structure at first rank
CAPRI results:

Best structure at top 10 => still up to 90% (worst case) false
positives
No program works for all complexes
Bad performance of non-human scores, i.e. web-servers
Scores are only a first help for "human scorers"



CAPRI

Conclusion

Is the protein-protein docking problem solved ?
Challenges:

Better sampling and scoring
Conformational changes upon binding
Predicting domain motions
Folding upon binding
Large scale docking => Interactome, Large molecular
assemblies
Predicting which proteins interact => Predicting binding
affinities



CAPRI

Conclusion

Is the protein-protein docking problem solved ?
Not really and a there are still a lot of challenges.
One possible solution:

Combine docking with experimental data (NMR,
mutagenesis, cryo-EM, SAXS, ...)



NMR - chemical shifts
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NMR - chemical shifts

Chemical Shift Perturbation (CSP)
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NMR - chemical shifts

Chemical Shift Perturbation (CSP)



NMR - chemical shifts

Interface localization on 3D structures

EIN HPR

red = active residues derived from CSP data and surface accessibility
green = passive residues, i.e. the surface neighbors of the active
residues



NMR - chemical shifts

Docking

red = active residues derived from CSP data and surface accessibility
green = passive residues, i.e. the surface neighbors of the active
residues



NMR - chemical shifts

Haddock - http://haddock.chem.uu.nl



NMR - chemical shifts

Haddock - http://haddock.chem.uu.nl

EHaddock = EvdW + Eelec + EAIR + Edesolv





CS-HADDOCK

3D to CS



CS-HADDOCK

3D to CS with ShiftX

Contributions to calculated CS δcalc :

δcalc = δcoil + δRC + δEF + δHB + δHS

δcoil - random coil (amino acid type)
δRC - ring current
δEF - electric field
δHB - hydrogen bonding
δHS - empirical hypersurfaces
(backbone dihedral angles)
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Neal et al., J. Biomol. NMR 26: 215-240, 2003



CS-HADDOCK

RMSD between δcalc and δexp for 1Hα-CS



CS-HADDOCK

Protocole d’arrimage CS-HADDOCK

[Stratmann et al., 2011]



CS-HADDOCK

CS-RMSD scoring on all generated structures
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CS-RMSD scoring on all generated structures
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CS-RMSD scoring on all generated structures
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CS-HADDOCK

CS-RMSD scoring on all generated structures
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CS-HADDOCK

Classement des clusters de structures par CS-RMSD



CS-HADDOCK

CS-HADDOCK vs HADDOCK



CS-HADDOCK

CS-HADDOCK vs HADDOCK

Meilleure structure (en bleu) par rapport à la référence (en
orange):

(c) CS-RMSD score (d) HADDOCK score
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